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Abstract: Panic disorder is a debilitating mental health condition that requires early and accurate detection for 

effective treatment. This study employs a Gradient Boosting Classifier to detect panic disorder using a dataset of 

120,000 instances, split into training, validation, and testing subsets. Preprocessing included one-hot encoding and 

standardization to ensure data suitability. The model achieved a training accuracy of 99.997% and a testing accuracy 

of 98%. A confusion matrix analysis revealed excellent performance, with 19,158 true negatives, 841 true positives, 

one false positive, and no false negatives, highlighting high precision and recall. These results demonstrate the 

potential of Gradient Boosting for reliable mental health diagnostics, supporting early intervention and improved 

outcomes. 
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I.   INTRODUCTION 

Mental health is fundamental to an individual’s overall well-being, influencing their thoughts, emotions, and behaviors. It 

affects how people handle stress, build relationships, and make decisions in their daily lives. Despite its importance, mental 

health is often overlooked or stigmatized, leading to inadequate attention and resources devoted to addressing mental health 

issues on a global scale. Mental health disorders, also known as mental illnesses, are conditions that disrupt a person’s 

cognitive, emotional, and behavioral functioning. They arise from complex genetic, biological, environmental, and 

psychological interactions.  

Common mental disorders include anxiety, depression, bipolar disorder, schizophrenia, and post-traumatic stress disorder 

(PTSD). These conditions significantly impact an individual’s quality of life and productivity, contributing to a substantial 

global health burden. Efforts to improve mental health care and reduce stigma are critical to supporting individuals living 

with these conditions and improving public health outcomes [1]. Panic disorder is a type of anxiety disorder characterized 

by recurring episodes of sudden and intense fear, known as panic attacks. These attacks often occur unexpectedly and 

without an obvious cause, leaving individuals in a constant state of fear and apprehension about when the next attack might 

occur. This persistent anxiety can lead to avoidance behaviors, where individuals steer clear of certain situations or places 

where they fear a panic attack might happen. The disorder is more than just a momentary feeling of fear or nervousness; it 

is a chronic condition that can significantly disrupt daily life. Without treatment, panic disorder can worsen over time, 

leading to complications such as phobias, depression, or other anxiety-related conditions [2]. Early recognition and 

intervention are crucial in managing panic disorders and helping individuals regain control of their lives. The primary 

symptoms of panic disorder are panic attacks, which are sudden and intense episodes of fear that can manifest physically 

and emotionally. During a panic attack, individuals may experience a racing heart, shortness of breath, chest pain, dizziness, 

or a sense of impending doom. These physical sensations can be so severe that people often mistake them for life-threatening 

conditions, such as heart attacks. In addition to the physical symptoms, panic attacks often lead to overwhelming feelings 

of helplessness, fear of losing control, or fear of dying. The unpredictability of these attacks contributes to heightened 
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anxiety, as individuals may live in constant dread of another episode. Over time, this can result in avoidance behaviors, 

further isolating the individual and interfering with their daily functioning. Analyzing mental health data across diverse 

applications, such as understanding health misinformation [3] and assessing mental workload [4], is essential for advancing 

research and improving outcomes in the field. Advanced data analysis techniques and modern AI technologies offer 

powerful tools to uncover complex patterns in mental health data, enabling more accurate predictions, personalized 

interventions, and deeper insights into behavioral and cognitive processes.  

Artificial Intelligence (AI) and machine learning have revolutionized different sciences. These technologies excel at 

analyzing large volumes of complex data and identifying patterns via different applications including air pollution 

forecasting [5], EGG signal processing and pattern recognition [6], automated formative assessment [7], tumor 

reconstruction [8], analyzing the malignant glioblastoma cells [9], and cyber threat defense [10]. In particular, machine 

learning algorithms have demonstrated remarkable capabilities in medical diagnosis [11-15]. By learning from labeled data, 

these models can classify diseases, predict outcomes, and recommend personalized treatment options. The adoption of AI 

and machine learning in healthcare has led to improved diagnostic accuracy, faster decision-making, and more efficient 

resource allocation, ultimately enhancing patient outcomes [16-18]. Machine learning has shown significant promise in the 

field of mental health, enabling the detection and diagnosis of complex conditions such as schizophrenia, depression, and 

anxiety disorders [19-23]. For schizophrenia, machine learning algorithms have been used to analyze neuroimaging data, 

genetic information, and behavioral patterns to identify biomarkers associated with the disorder [19]. These approaches 

have improved the ability to diagnose schizophrenia at an earlier stage, allowing for more effective intervention. Similarly, 

machine learning has been applied to the detection of stress and anxiety disorders by analyzing physiological data such as 

heart rate variability, skin conductance, and respiratory patterns [24]. Wearable devices equipped with sensors can collect 

real-time data, which is then processed by machine learning algorithms to detect signs of mental distress. These innovations 

have the potential to transform mental health care by providing objective, data-driven assessments and enabling 

personalized treatment strategies. Machine learning's ability to uncover hidden patterns and relationships in data makes it a 

powerful tool for advancing mental health research and care. By leveraging these technologies, clinicians can gain deeper 

insights into mental health disorders, ultimately improving diagnostic accuracy and treatment outcomes for patients. 

II.   METHODS 

Dataset 

The dataset used for this study, titled the Panic Disorder Detection Dataset, comprises 120,000 records of individuals with 

labeled information about panic disorder. It is divided into two separate files to facilitate model training and evaluation. 

The first file, Panic_Disorder_training, contains 100,000 labeled records and is designated for training the machine learning 

model. The second file, Panic_Disorder_testing, includes 20,000 labeled records and is used exclusively for evaluating the 

model's performance on unseen data. [25-26] 

The dataset contains both numerical and categorical features that capture various clinical and demographic characteristics 

of individuals. It also includes the target variable, which indicates the presence or absence of panic disorder. Before 

modeling, preprocessing steps were performed, including handling missing values, encoding categorical variables, and 

scaling numerical features to ensure compatibility with machine learning algorithms. The training and testing datasets were 

processed identically to maintain consistency. 

Gradient Boosting 

Machine learning algorithms work by enabling computers to learn patterns and relationships from data without being 

explicitly programmed. These algorithms use mathematical models to process and analyze data, allowing them to make 

predictions or decisions based on the learned patterns. The process begins with training, where the algorithm is fed labeled 

data (input features and corresponding outputs) to identify underlying patterns. During this phase, the model adjusts its 

internal parameters to minimize errors between its predictions and the actual outcomes. Once trained, the model is tested 

on new, unseen data to evaluate its ability to generalize and make accurate predictions. Depending on the task, machine 

learning can be supervised (trained with labeled data), unsupervised (discovering patterns in unlabeled data), or 

reinforcement-based (learning through trial and error). The iterative nature of these algorithms allows them to improve over 
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time, making them highly effective for applications in various fields, including medical diagnosis, financial forecasting, 

and image recognition. 

Gradient Boosting is an ensemble machine-learning method that builds a strong predictive model by combining the outputs 

of multiple weak learners, typically decision trees. The algorithm optimizes a specified loss function in a stage-wise manner, 

gradually improving the model by minimizing the error in each iteration. The training process of a decision tree can be 

described as follows: A decision tree works by iteratively splitting a dataset into smaller and smaller subsets based on feature 

values until it reaches a decision or prediction at the leaf nodes. The process begins by evaluating all available features and 

selecting the one that provides the best split, based on specific criteria such as Gini Impurity, Information Gain, or Variance 

Reduction. This splitting criterion measures how well a feature separates the data into groups that are homogeneous in terms 

of the target variable. Once the best feature is selected, the dataset is divided into branches, with each branch representing 

a possible value or range of values for that feature. The algorithm then repeats this process at each branch, recursively 

selecting the best feature to further divide the data. This continues until a stopping condition is met, such as reaching a 

maximum tree depth, having too few samples in a node, or achieving complete purity in the subsets. At the end of this 

process, the leaf nodes of the tree provide the final prediction, either as a class label for classification tasks or as a numerical 

value for regression tasks. The hierarchical structure of decision trees makes them intuitive, as they mimic a series of 

decision-making steps, with each step narrowing down the possible outcomes. 

As a result, the overall training process of a gradient-boosting classifier can be summarized as follows: The model starts 

with an initial prediction and iteratively adds decision trees, each trained to correct the residual errors of the previous trees. 

This step-by-step optimization reduces overfitting and enhances the model's accuracy on both training and testing datasets. 

The Gradient Boosting Classifier works by building an ensemble of decision trees in a sequential manner, where each new 

tree is trained to correct the errors made by the previous ones. The process begins by initializing the model with a simple 

prediction, such as the average class probabilities. At each iteration, the algorithm calculates the residual errors—differences 

between the predicted class probabilities and the actual class labels. A new decision tree is then trained to predict these 

residuals, focusing on the areas where the previous trees performed poorly. The predictions from this tree are scaled by a 

learning rate, a hyperparameter that controls the contribution of each tree to the overall model, ensuring gradual 

improvement. These scaled predictions are added to the ensemble, and the model is updated to minimize the loss function, 

typically cross-entropy for classification tasks. This iterative process continues, with each tree incrementally reducing the 

overall error by learning from the gradients of the loss function. By combining the predictions from all trees, the Gradient 

Boosting Classifier creates a powerful and accurate model capable of handling complex, non-linear relationships in the data. 

Preprocessing 

In machine learning, data preprocessing is a critical step to ensure the model is trained effectively and can generalize well 

to unseen data. A common approach involves splitting the dataset into three subsets: training, validation, and testing. This 

process ensures that the model is robust and prevents overfitting, which occurs when the model performs well on training 

data but poorly on new, unseen data. The training dataset is the largest subset and serves as the foundation for the model to 

learn patterns and relationships in the data. The machine learning algorithm is exposed to this dataset during the training 

process, where it iteratively adjusts its parameters to minimize the loss function. For our dataset, we allocated 70,000 

instances (70% of the training data) for this purpose. The validation dataset is used during the training process to evaluate 

the model's performance and tune its hyperparameters. This subset is critical for preventing overfitting by providing 

feedback on how well the model generalizes to unseen data. By monitoring validation performance, we can identify when 

the model starts to overfit the training data and adjust accordingly. In our case, we reserved 30,000 instances (30% of the 

training data) for validation. The test dataset is a completely separate subset used for the final evaluation of the model. It is 

crucial to ensure that the test data remains unseen during the entire model-building process to avoid data leakage, which 

could result in an overly optimistic performance estimate. Our test dataset consists of 20,000 instances, and it provides an 

unbiased estimate of how the model is likely to perform in real-world scenarios. 

In our preprocessing pipeline, we performed one-hot encoding for categorical features to transform them into a numerical 

format suitable for machine learning algorithms. Additionally, we standardized numerical features to ensure they have a 

mean of zero and a standard deviation of one. For example, the "Age" feature was scaled using the StandardScaler. The 

transformation ensures that all numerical features are on the same scale, which is especially important for gradient-based 
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algorithms like Gradient Boosting. The preprocessed data allows our model to be trained in well-structured and normalized 

inputs, enhancing its ability to learn patterns effectively and improving its predictive accuracy. 

III.   RESULTS 

The Gradient Boosting Classifier demonstrated exceptional performance, achieving a near-perfect training accuracy of 

0.999. This high accuracy indicates that the model effectively learned the patterns and relationships in the training data. To 

evaluate its performance on the test dataset, a confusion matrix was used, providing a detailed breakdown of the model’s 

predictions. A confusion matrix is a tool that summarizes the performance of a classification model by showing the number 

of correct and incorrect predictions for each class. It consists of four components: true positives (TP), true negatives (TN), 

false positives (FP), and false negatives (FN). True positives and true negatives represent correctly classified instances, 

while false positives and false negatives are the misclassified ones. For this model, the confusion matrix revealed that 28,709 

instances were correctly classified as class 0 (absence of panic disorder), and 1,290 instances were accurately identified as 

class 1 (presence of panic disorder). Remarkably, there was only one false positive, where the model incorrectly predicted 

the presence of panic disorder, and there were no false negatives, meaning the model successfully identified all actual cases 

of panic disorder. This performance highlights the classifier's high precision, with almost no false alarms, and its excellent 

recall, ensuring that no cases were missed. The combination of these metrics underscores the reliability and robustness of 

the Gradient Boosting Classifier, making it a powerful tool for detecting panic disorder. The results emphasize its potential 

to support early diagnosis and intervention in mental health diagnostics, particularly in clinical applications where accuracy 

is critical.  

The testing results for the Panic Disorder Detection model reveal an impressive performance, achieving an accuracy of 

98%. This high accuracy demonstrates the model's ability to generalize well to unseen data. To further evaluate its 

performance, the confusion matrix provides a detailed breakdown of the predictions. A confusion matrix is a tool used to 

assess the performance of classification models by comparing actual and predicted values. It consists of four components: 

True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN). True positives and true negatives 

represent correctly classified instances, while false positives and false negatives indicate misclassifications. In this case, the 

confusion matrix shows that the model correctly identified 19,158 instances as class 0 (absence of panic disorder) and 841 

instances as class 1 (presence of panic disorder). It made only 1 false positive, where it incorrectly predicted the presence 

of panic disorder, and there were 0 false negatives, meaning it successfully detected all actual cases of panic disorder without 

missing any. This indicates the model's high precision in minimizing false alarms and its excellent recall in identifying all 

positive cases. These results highlight the robustness and reliability of the Gradient Boosting Classifier for detecting panic 

disorder. The high accuracy, coupled with the nearly perfect precision and recall, underscores its potential as a valuable tool 

in clinical diagnostics. By accurately distinguishing between individuals with and without panic disorder, the model 

demonstrates significant promise for supporting early diagnosis and treatment in mental health care. 

 

Fig. 1. Confusion matrix for (left) training and (right) testing data 
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IV.   CONCLUSION 

In this study, we developed and evaluated a Gradient Boosting Classifier to detect panic disorder, leveraging a large dataset 

of 120,000 instances. The model achieved exceptional performance, with a training accuracy of 99.997% and a testing 

accuracy of 98%, demonstrating its ability to generalize effectively to unseen data. Preprocessing steps, including one-hot 

encoding and standardization, ensured that the dataset was optimized for machine learning. The confusion matrix analysis 

revealed strong precision and recall, with minimal misclassifications, highlighting the model's reliability in distinguishing 

between individuals with and without panic disorder. These findings underscored the potential of machine learning, 

particularly Gradient Boosting, in mental health diagnostics, offering a promising tool for early detection and intervention. 

Despite these successes, challenges remained for future research. The dataset used in this study was structured and labeled, 

which may not reflect real-world scenarios where missing or noisy data are common. Additionally, while the model 

performed well in binary classification, extending it to detect comorbid mental health conditions could enhance its clinical 

utility. Ethical considerations, such as data privacy and bias in predictions, must also be addressed to ensure fair and 

responsible deployment. Future work could explore the integration of multimodal data, including physiological signals and 

imaging, to improve diagnostic accuracy further. Addressing these challenges would enhance the applicability and 

robustness of machine learning models in mental health care. 
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